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I. INTRODUCTION

In the last few years, artificial intelligence has advanced sig-
nificantly, particularly in the fields of generative AI and large
language models (LLMs). These cutting-edge models have
proven to be exceptionally capable of reading, writing, and
producing content that is human-like, opening up new horizons
in creativity and invention. The rise of generative AI has
sparked a lot of curiosity about the possible uses it could have
in a variety of industries. These generative AI models provide
fascinating prospects in the field of education [1], where
technology integration is becoming more common. Intelligent
tutoring systems have been sought after in education for a long
time to improve and customize students’ learning experiences.
The effectiveness of generative AI paired with the current
trends in educational technology use offer a potent synergy
that has the potential to completely change the educational
environment [2]. It offers great potential for involving students,
encouraging creativity, and facilitating individualized learning
journeys for them as generative AI models may produce
tailored content, adaptive learning materials, and interactive
simulations. The dawn of a new era in education is on the
horizon, driven by the revolutionary potential of generative AI
[3], as we observe the convergence of cutting-edge technology
and educational methodology.

This article explores how LLM might be used in education
as the basis for creating a smart tutor that is both affordable
and successful. We aim to develop a cutting-edge teaching
tool that can adapt to the demands of each individual student,
deliver interactive and interesting learning experiences, and
provide individualized assistance and support by harnessing
the power of LLMs.

Meaningless prompts are input text or queries in the context

of LLMs that lack precise and logical context. LLMs are
created to produce responses that are meaningful and pertinent
to the input given. However, if the prompt is unclear or
inconsistent, the results could be devoid of information that
is important or pertinent. We can use certain strategies to
this issue to perform prompt reduction and prompt filtering.
Additionally, LLMs are extremely resource-intensive models
that need a lot of processing power and time to provide results.
Because of this, running queries on LLMs can be expensive in
terms of both time and computer resources, especially when
done at scale. There are numerous ways to lower the cost and
increase the effectiveness of the cost effective intelligent tutor.
These techniques are covered here.

The main goal of this is to use LLMs to their full potential
to develop an intelligent tutor who can successfully support
students in their learning process. We intend to lower com-
puting costs while retaining the quality and accuracy of the
tutoring system by employing strategies like prompt caching
[6] and prompt filtering. Keeping and utilizing previously
created responses for particular prompts is known as prompt
caching. The already computed response is fetched from cache
and returned directly, as opposed to repeatedly executing the
LLM inference process for the same prompt. On the other
hand, prompt filtering entails picking or changing prompts in
a selected manner to raise the standard and applicability of the
results produced. The suggested method uses a cache handler
to maximize cost-efficiency and improve user experience by
delivering prompt-specific material.

Computer architecture has been selected as the subdomain
inside the education domain. Our cost effective intelligent tutor
will make use of the wealth of learning resources, including
the PDFs, slides, and videos, to give students thorough and
individualized instruction. However, if the same procedures



are followed in the deployment of the tutor to the subdomain,
we can include any other subdomain. The methodology we
employ also includes an idea like vector similarity. We aim
to build a mapping system that connects user searches with
pertinent course materials by exploiting the idea of vector
similarity. By doing this, it gives the LLM greater memory and
a unique retrieval-based system, allowing it to access and use
more information for producing more thorough and accurate
responses.

The results of this have the potential to significantly alter
current educational paradigms. We want to develop a cost-
effective intelligent tutoring system that maximizes accessi-
bility, personalisation, and cost-effectiveness in education by
utilizing the capabilities of LLMs. We foresee an intelligent tu-
tor that provides students with a seamless learning experience
by adopting prompt caching, prompt filtering, and mapping
course materials.

II. LITERATURE REVIEW

A. Cost Reduction Strategies for Integrating Language Model
APIs

Integrating large language models (LLMs) in education
has garnered significant attention and has shown tremendous
potential in revolutionizing traditional teaching and learning
methods [4]. As LLMs have advanced in sophistication and
capability, researchers have begun exploring their application
in developing intelligent tutoring systems that offer person-
alized and cost-effective educational experiences [5]. In the
current landscape, the cost of utilizing Language Model APIs
(LM APIs) has witnessed a notable increase owing to the
surge in demand, consequently facilitating enhanced efficiency
and convenience in daily life. As a result, individuals and
organizations are actively seeking means to optimize their
expenditures by implementing diverse system enhancements.
Particularly within the industrial sector, the integration of LM
APIs has become instrumental in driving business success.
Within this context, numerous tutoring systems have embraced
LM APIs as a pivotal component of their operations, albeit at
a substantial financial investment.

B. Cost Reduction

Cost reduction is crucial in developing intelligent tutors,
as it ensures wider accessibility and scalability. Implementing
prompt cache handlers and prompt filtering techniques has
gained traction in this regard. Prompt caching involves storing
precomputed LLM outputs to mitigate computational overhead
during runtime, resulting in faster response times and reduced
computational costs. The intelligent tutor can efficiently re-
trieve relevant information without repeated computations by
strategically managing and updating the prompt cache The
fundamental idea is using a local cache, such as a database, to
keep track of results when submitting queries to a Language
Model API (LLM API). This method involves a preliminary
check to see if a similar query has already been used. If so,
the response can be directly obtained from the cache. Only
when a matching query cannot be found in the cache, the

LLM API is called. Significant cost reductions can be achieved
by using a completion cache, especially in situations where
similar queries are regularly used. For instance, in the case of a
search engine powered by an LLM API, the completion cache
effectively enables resolving all the users’ requests if they are
simultaneously searching for the same or related keywords [6].

The size of the prompt has a major impact on the cost
of using LLM APIs, as the cost of an LLM query increases
linearly with prompt size. As a result, prompt adaptation of
a method for lowering the prompt’s size is a natural way to
lessen the costs associated with using the LLM API. Prompt
selection is used as an example of prompt adaptation, where a
smaller subset of examples is kept instead of using a prompt
that uses many examples to demonstrate task performance.
This method not only yields a shorter prompt, but it also lowers
expenses. However, deciding which set of examples to keep is
the best for each request presents a fascinating difficulty [6].

Concatenating many queries is another efficient method
for cost reduction. To process individual requests, a LLM
API must be repeatedly prompted with the same request.
By delivering the prompt to the LLM API only once and
enabling it to handle many queries, the basic idea behind query
concatenation is to avoid unnecessary prompt processing. This
is accomplished by combining several searches into one and
expressly telling the LLM API to perform several queries at
once in the prompt. This technique helps maximize the use of
LLM API resources while lowering the expenses associated
with timely submissions [6].

C. Implementing resource recommendations using Vector Sim-
ilarity and Sentence Transforms.

Natural language processing embeddings are a powerful
technology that allows texts to be represented as vectors in a
multidimensional space [4], [5]. These vector representations
efficiently capture the complex semantic and syntactic rela-
tionships that exist between texts, making it easier to complete
a variety of tasks like text classification, sentiment analysis,
and search. Transformer architectures are frequently used in
the acquisition of embeddings, two prominent examples are
BERT and RoBERT [6]. These designs use large amounts of
textual data to obtain precise vector representations of words.

Sentence transformers and vector similarity are essential
elements of similarity search. Sentence embeddings can be
produced to capture semantic meaning by using pre-trained
models. The core of phrases is encoded using these embed-
dings, which act as multidimensional representations. The cre-
ation of an index follows which improves search efficiency. A
target text is encoded during search and contrasted with saved
embeddings using similarity metrics like cosine similarity [10].
This method makes it possible to efficiently retrieve words or
documents that are semantically comparable, as well as finding
uses for it in information retrieval, recommendation systems,
and various natural language processing tasks.



D. Proposed Framework
Within the education domain, our research focuses on the

subdomain of computer architecture. This subject is integral to
understanding computer systems’ fundamental principles and
design. We utilize various learning materials, including PDFs,
slides, and videos, to develop an intelligent tutor tailored to
computer architecture. These materials serve as the foundation
for the intelligent tutor’s knowledge base, enabling it to
provide comprehensive and contextually appropriate guidance
to students.

Mapping user queries to relevant course material is a crucial
component of our intelligent tutor. To accomplish this, we
employ the concept of vector similarity, which allows us to
establish semantic connections between user queries and the
content of the computer architecture course materials. By
measuring the similarity between the vector representations
of user queries and the available course materials, the intel-
ligent tutor can dynamically generate URLs that lead to web
pages specifically aligned with the user’s information needs.
This mapping process ensures that students have access to
supplementary resources for further reading and exploration,
enhancing their understanding and mastery of computer archi-
tecture concepts. Fig. 1 shows the architectural diagram of the
proposed framework for addressing the problem.

Fig. 1. Architectural Diagram of Cost Effective Intelligent Tutor

In summary, the literature supports using large language
models in education, particularly in developing intelligent
tutoring systems. Researchers have made significant strides
in creating efficient and cost-effective tutoring systems by
implementing cost-reduction techniques such as prompt cache
handling and prompt filtering. Our research contributes to
this field by focusing on the domain of education and the
subdomain of computer architecture, utilizing available course
materials, and employing vector similarity to establish a map-
ping system for prompt-based exploration. Integrating these
approaches in an intelligent tutor can transform traditional
educational practices, providing students with personalized
and contextually relevant learning experiences.
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