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Introduction



● Deep learning -> AI type
○ Generative AI

■ Makes new data using generative models
■ Take input and learn the patterns by training and 

then generate new data with same characteristics.
○ LLMs

■ Text generating part of Generative AI
■ Form of Generative AI
■ Data + Architecture + Training
■ Prototype language applications incredibly fast
■ Transformer models



LLMs Transformation of 
LLMs Applications of LLMs Performance 

Evaluations

Problems of 
Applications

Cost Measurement 
when accessing 

LLM APIS

Cost Reduction 
Methods

Ability to access 
local materials

Prompt encoding, Vector 
Similarity, Summarization 

with LLMs

Cache Handler with QnA 
Model

Personalize Instruction, Real 
time assistance, Generate 

engaging content

Research on LLMs in Education



Cost Reduction Methods
● Prompt Adaptation

● LLM Approximation

● LLM Cascade

Query Concatenation

Q: What is the result of N2 
and O2 at high temperature?

Query 
Concatenator

Q: What is the result of N2 
and O2 at high temperature?
Q2: What helps prey hide?

GPT-4 camouflage

Prompt: Q1+A1,Q2+A2, Q3+A3, Q4+A4

Prompt: Q1+Q2, A1+A2, Q3+Q4, A3+A4

Q: What helps prey hide?

Prompt: Q1+A1,Q2+A2, Q3+A3, Q4+A4

NO2

Prompt Adaptation



LLM Approximation

Q: What is the result of N2 
and O2 at high temperature?

Q: N2 and O2 at high temp leads to?
A’ Nitrogen Oxides NO2Cache

GPT-4 NO2

Q = Q’

Q: What is the result of N2 
and O2 at high temperature? GPT-J NO2

GPT-4
What helps prey hide?

What is from echolocation?

camouflage

Sonar

Fine-Tuner

Cache Handler

Model fine-tuning



LLM Cascade

What helps prey hide? camouflage
camouflage camouflage camouflage

GPT-J GPT-3 GPT-4

LLM Chain

Accept answer

score<0.5 score<0.9

Accept answer Accept answer

Conclusion

● Cache Handler was selected as the cost reduction method based on,

○ Reduction of API calls



● Cost of LLM APIs based on
○ Number of input Tokens (unit of text)
○ Number of output Tokens
○ Fixed cost per Request

Cost Measurement

Summary of commercial LLM APIs
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When accessing LLMs through 
API calls, APIs get high cost

High cost of LLM APIs

● Cost Reduction using cache
○ Storing the response locally in a cache when 

submitting a query to an LLM API & verifying a 
similar question has been previously answered

● Ability to access local materials without accessing 
external LLMs



● MIPS 
Architecture

● ARM Instructions

● Cache 

● Virtual Memory

● Pipelining

Our System

QC

Request Response Similarity

● Disadvantages of 
virtual memory

● Mock Response 
1

    45%

● What is Virtual 
memory ?

● Mock Response 
2

   89%

● How VM works ? ● Mock Response 
3

   69%

Virtual Memory

Request Response Similarity

● What is ARM ? ● Mock Response 
1

    45%

● Explain about 
ARM instructions

● Mock Response 
2

   89%

● How ARM 
works?

● Mock Response 
3

   69%

ARM Instructions

SSC

LLM?

Cache Handler



Current 
Progress



START

GET THE RELEVANT RESPONSE 
FROM THE CACHE

IS SIMILAR 
VECTOR 

AVAILABLE IN 
VECTOR 
TABLE

UPDATE THE CACHE

IDENTIFY THE MOST SUITABLE 
PASSAGE BY COMPARING WITH 

SUMMARIES

LOAD THE FULL PASSAGE

PROVIDE THE QUESTION AND 
THE PASSAGE TO THE QA MODEL

IF THE SCORE 
IS HIGHER 

THAN 
THRESHOLD

ENDSERVE THE 
RESPONSE

CALL EXTERNAL LLM APIs

SEND THE PROMPT WITH ITS 
CATEGORY

ENCODE THE PROMPT

SEND THE ENCODED VECTOR TO 
THE CACHE

Yes

No

No

Yes all-MiniLM-L6-v2

Data Flow of Our System



QA Model Implementation

● Tested with pre-built question answering models.

deepset/roberta-base-squad2  (0.26) twmkn9/bert-base-uncased-squad
2  (0.70)

bert-large-uncased-whole-word-m
asking-finetuned-squad  (0.02)question-answering  (0.06)



QA Model Implementation cont.

● Creating custom QA models.

○ Focus on BERT models

● Created the Dataset.

● Trained models for our context
○ bert-base-cased
○ electra-base-discriminator



Implementation of the Interface



Moodle Frontend View



Cache Implementation
● Implemented using Least frequency used (LFU) policy.



● The accuracy is not considerable in the custom QA models.
● Moodle Instance Installation - Server plugins were not installed 

correctly.
● Selecting a suitable Cache eviction policy.

Problems encountered during the proposed study

How the challenges were handled

● Researched on articles for selecting the appropriate Cache Policy.
● Troubleshooted server plugins by editing the php file in xampp server



Work Plan



● Cost of LLM APIs based on
○ Number of input Tokens (unit of 

text)
○ Number of output Tokens
○ Fixed cost per Request

What we plan to doCost Measurement

● Select an API
● Measure the Cost of LLM API calls with cache
● Compare and contrast the cost with the accuracy of 

the outputs with data of already implemented 
platforms



Task Sep 18 - 
Sep 22

Sep 25 - 
Sep 29

Oct 02-
Oct 06

Oct 09 - 
Oct 13

Oct 16 - 
Oct 20

Oct 23 -
Oct 27

Oct 30 - 
Nov 03

Nov 06 - 
Nov 10

Nov 13 - 
Nov 17

Implementation of 
Custom Models

Implementation of Cache

Integrate Cache with 
Custom QnA models

Integrate Moodle Instance 
with Complete Backend 

Implementation

Test Frontend with 
Backend using API calls

Cost Measurement of API 
calls



Task Sep 18 - 
Sep 22

Sep 25 - 
Sep 29

Oct 02-
Oct 06

Oct 09 - 
Oct 13

Oct 16 - 
Oct 20

Oct 23 -
Oct 27

Oct 30 - 
Nov 03

Nov 06 - 
Nov 10

Nov 13 - 
Nov 17

Compare and Contrast 
Cost measured from our 

solution with other 
solutions’ cost

Finalize Performance 
Evaluation with cost 

measurement

Complete Research Paper 
(Introduction + Literature 

+ Methodology + 
Experiments + Results & 
discussion + Conclusion)

Complete Documentation 
(Web Page & Repository)



Thank you..



Q & A


