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Hallucinations

High memory and computational
power consumption

Confidential Data

ProblemProblem

Accuracy

Resource Intensitivity

Security
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QLoRA Optimization

Local Server

Fine Tuned SLM with
RAG Architecture

Problem  SolutionProblem  Solution

Hallucinations

Resource Intensitivity

Security
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Proposed SolutionProposed Solution

Developing a small language model fine-tuned
on LEARN’s financial dataset using QLoRA

optimization and integrated into a Retrieval-
Augmented Generation (RAG) pipeline
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For Setiment Analysis,Question & Answering ,Text
Summarization



MethodologyMethodology
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Component Technology

FrontEnd React.js

BackEnd FastAPI(Python)

Model Serving HuggingFace/GitHub

Database
PostgresSQL(Structured

data),MogoDB(Unstructured
data),ChromaDB(VectorDB for RAG)

Authentication Docker,nginx

CI/CD for model updates Github Actions

Server & Infra Ubuntu

ImplementationImplementation
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Data Set
Auditor’s reports & Financial Statements PDFs
for three financial years at LEARN 

Auditor’s report
Statements of Financial Position
Statement of Profit or Loss
Statement of Changes in Equity
Detailed notes on above metrics

Findings & Results Findings & Results 
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Specifications FinGPT FinBERT

Pre trained Dataset Reddit, SEC Filings, Yahoo Finance, News
APIs, Tweets

Financial PhraseBank (from Finland),
SEC filings, Earnings Calls

GPU,memory usage for fine
tuning

[0] NVIDIA A100-SXM4-40GB : 30°C, 0 % | 3299 / 40960
MB |
CPU: 12.5 %
Memory: 15 %

[0] NVIDIA A100-SXM4-40GB : 31°C,   0 % |  3299 /
40960 MB |
CPU: 5.2 %
Memory: 7.9 %

Training loss 0.453631 0.262100

Accuracy 0.74544 0.84433

Model availability  (GitHub + weights) Hugging Face

Model Developers AI4Finance Foundation ProsusAI, HKUST

Model SelectionResults & FindingsResults & Findings
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Using High-Quality Embeddings &
Chain of Thought 

Challenges EncounteredChallenges Encountered Hallucinations from RAG
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DemonstrationDemonstration



DemonstrationDemonstration
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Fine Tuning FinBert



Task/Month Jan Feb Mar Apr May June July

Market Research

Data Collection

Model Selection

UI Creation

Testing & Evaluation

Deployment & Review

Thesis Writing

TimeLineTimeLine
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For Literature Review: Connected
Papers,NotebookLM,Consensus,Grammarly

For Debuggig:Github Copilot,Chatgpt

Use of AI Tools
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Use of AI Tools
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Tool Effectiveness Bias & Fairness Issues

Connected Papers Strong in mapping related research Overemphasis on highly cited  papers

NotebookLM Effective for comprehension & synthesis Data quality-dependent, limited domain 

Consensus Quick, evidence-based answers Domain-specific bias

Grammarly Enhances clarity and correctness Biased toward Western norms

GitHub Copilot Speeds up coding May propagate insecure patterns

ChatGPT Versatile and interactive Can hallucinate, may give overconfident outputs



Thank You
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Q&A
Project page & Github Repo
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https://cepdnaclk.github.io/e19-4yp-Developing-a-Small-Scale-Financial-Language-Model/
https://github.com/cepdnaclk/e19-4yp-Developing-a-Small-Scale-Financial-Language-Model

